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How Foundation Models fit into the AI Landscape
Foundation Models powering Generative AI

Sources: 
What Are Foundation Models? (Amol Wagh on Medium, March 26, 2023) 
Foundation Models 101: A step-by-step guide for beginners (scribbleData)

A foundation model is an AI neural network — trained on 
mountains of raw data, generally with unsupervised 

learning — that can be adapted to accomplish a broad 
range of tasks. 
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https://blogs.nvidia.com/blog/2023/03/13/what-are-foundation-models/
https://www.scribbledata.io/foundation-models-101-a-step-by-step-guide-for-beginners/
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New Granite 3.0 models under Apache 2 license
● State-of-the-art training1 and open source data 

recipes2

● 12T+ tokens training data in Granite 8B + 2B

● Designed for enterprise tasks: 

○ Language (RAG, summarization, entity 
extraction, classification, etc.)

○ Code (generation, translation, bug fixing)

○ Agents (tool use, advanced reasoning)

○ Multilingual support 
(en, de, es, fr, ja, pt, ar, cs, it, ko, nl, zh)

● Additional models including MoE, Guardian, and more

● IP indemnification

● Trained on the Blue Vela cluster, which runs on 100% 
renewable energy to minimize the environmental 
impact.

01   Base Models: Average performance across 19 tasks / 6 domains1

02   Instruct Models: Average performance across 23 tasks / 8 domains1

Sources:
1. Open source data recipes available in the IBM Data Prep Kit: https://github.com/ibm/data-prep-kit
2. "Granite 3.0 Models," Granite Team, IBM. https://github.com/ibm-granite/granite-3.0-language-models/blob/main/paper.pdf
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https://github.com/ibm/data-prep-kit
https://github.com/ibm-granite/granite-3.0-language-models/blob/main/paper.pdf


Generative AI deployment options
Making a set of trade-offs between ease of use and manageability
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Data and prompts are 
shared externally

Managed Generative AI Services Open Source and Tuned

Ongoing maintenance and 
updates

Tuning required for different 
infrastructure

Infrastructure limited to 
managed environment

Limited control for overall 
generative AI strategy

Run anywhere across data 
center and cloud 

Custom code for APIs and 
fine-tuned models

Easy to use APIs for 
development

Fast path to getting started 
with AI

Enterprise Controlled 
Environment 

Enterprise Controlled 
Environment 

Manage data in self-hosted 
environment

API

Value Generation

Mainly LLMs are served this 
way

LLMs and SLMs can be 
served this way
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AI deployment challenges

● Base model and data quality / accuracy for specific business task - need to be able to 

tailor foundation models

● Common operations (serving, fine tuning) are compute intensive/costly because of 

model size

● Performance / scalability challenges for serving, training & fine tuning tasks

● Legal / compliance issues with sending your data for tuning

● Talent / expertise requirements

● Security / jailbreaking, prompt injection, data poisoning, backdoors, cyber security 

(CVE, malware)

https://docs.google.com/presentation/d/1zXPsXi9l7kbg5A35I3Rdxg8L7SFxtDAqzvm6s7lb5IE/edit


Are ML frameworks secure?

v

7



Jailbreaking
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Architecting LLM 
Applications with 
Red Hat AI
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An End-to-End Lifecycle for a Large Language Model 

May have sensitivity to 
latency, throughput, power, 

Workflow of steps 
(e.g. remove hate and 

profanity, deduplicate, etc)

Model tuning with 
custom data set for 
downstream tasks

Long-running job on 
massive infrastructure

Model creation 
…

Model deployment

Data 
preparation

Model 
adaptation

Distributed 
training

Inference

Physical* Virtual Private cloud Public cloud Edge

Vendor or Community End User
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Improving the outputs of the model is an art as well as a science

Optimizing the performance of LLM Foundation Models

Source: 
Optimizing LLMs: Best Practices (Luv Verma on Medium, January 6, 2024) 

https://medium.com/@luvverma2011/optimizing-llms-best-practices-prompt-engineering-rag-and-fine-tuning-8def58af8dcc


LLM before RAG or Fine Tuning
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LLM after RAG or Fine Tuning
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Pre-Training
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Add domain specific knowledge to the LLM model

Model Fine Tuning

Domain specific 
knowledge base

Massive Dataset Foundation Model Fine-Tuned LLM

Fine-Tuning Query / Response



15

Seamlessly develop, test and run Granite 

family large language models (LLMs) for 

enterprise applications.

Foundation Model Platform 

InstructLab model alignment tools

Scalable, cost-effective solution for enhancing LLM 
capabilities and making AI model development open and 
accessible to all users.

Optimized bootable model runtime instances

Granite models & InstructLab tooling packaged as a 
bootable RHEL image, including Pytorch/runtime libraries 
and hardware optimization (NVIDIA, Intel and AMD).

Enterprise support, lifecycle & indemnification

Trusted enterprise platform, 24x7 production support, 
extended model lifecycle and model IP indemnification by 
Red Hat.

Granite family models 

Open source-licensed LLMs, distributed under the Apache-
2.0 license, with transparency on training datasets.  
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Helps the model to “look up” external information to improve generated text responses
Retrieval Augmented Generation (RAG)

Domain specific 
knowledge base

Split and encode Vector Database

User
Prompt

Language Model
Integration Framework 

with Embeddings Model

Gather similar
chunks

Rank chunks Augment Prompt

Pre-Trained LLM

Response

Continuously updating with new content
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Built on top of OpenShift
Deliver consistency, cloud-to-edge 
production deployment and monitoring 
capabilities

Designed for Gen and Predictive AI
Scale to meet the workload demands of 
foundation models and traditional ML.

Empowered collaboration
Provide a unified platform for data scientists 
and intelligent application developers

Develop, train, serve, monitor, 
and manage the life cycle of 
AI/ML models and applications, 
from experiments to 
production.

DevOps applied to ML
Set up rigorous pipelines and workflows to take 
you from development to production.
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The CodeFlare stack solves a number challenges faced by data scientists and administrators

Foundation Models Architecture for Model Training

Data Scientist

● Ease of Use

● No code rewrites

● Scalability with Ray framework

● Safety via resource guarantees

IT Administrator

● Simple deployment

● Resource management

● Cost management



Model Alignment using RHEL AI

1

Create new skill and 
knowledge

qna.yaml text file containing 
5-10 questions and answers 

placed in the taxonomy 
directory

Synthetic Data 
Generation using LLM

Teacher LLM model 
generates more questions 
and answers (100+) using 

ilab generate command

2

Remove hallucinations 
from generated 

questions and answers
Critic LLM model finds and 

removes hallucinations from 
generated questions and 

answers

3

Train model using 
generated and validated 
questions and answers
Using ilab train command

4
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Fine Tuning using CodeFlare Stack in OpenShift AI

1

Load Notebooks

Load or write standard 
Notebooks & Python code.

No code rewrites.

Instantiate a Codeflare 
Cluster

Simple declarative call in 
Python to claim desired 

hardware resources - CPU, 
Memory, GPU, Machine 

types

2

Codeflare creates a Ray 
cluster

Notebook waits for Ray 
cluster to be ready

3

Python based fine 
tuning job is requested

Job is scheduled using 
Kueue and if required scaled 

using Instascale

4

Job completes and 
resources are released

Fine tuned model is now 
available for deployment and 

use

5
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Retrieval Augmented Generation (RAG) using OpenShift AI
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1

Document Upload

Domain specific documents 
and PDFs uploaded to Server

Chunking, Embedding 
and Vector DB storage

Docs converted to text and 
split into chunks.

Embeddings created and 
stored in Vector DB

2

User Query

User asks a question on the 
UI or from a client 

application. Question is sent 
to server and converted to 

embeddings

3

Context Retrieval from 
Vector DB

Question embeddings used 
to query Vector DB, to 

retrieve relevant chunks of 
the uploaded documentation

4

Query Model API and 
display Response

Question and relevant chunks 
of the documentation sent to 

model API and response 
returned.

5

Testing



Model Serving and Inference using OpenShift AI

1

Load Notebooks

Load or write standard 
Notebooks & Python code.

Load and install vLLM 
or HF TGI

Abstraction Layer providing 
simplified API access to 

model inference APIs

2

Load previously fine-
tuned LLM model

Load Model from Hugging 
Face or local Repo

3

Load, serve and expose 
LLM over HTTPS or 

gRPC
vLLM and HFTGI expose 
model for inference calls

4

Query Model

Inference call is made over 
HTTP  API

5
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Solutions to key AI deployment challenges

Base model and data quality / accuracy for specific 
business task

Tailor base model to specific business task through fine 
tuning, prompt tuning or RAG using curated data

Performance / scalability challenges with model 
deployment

OOTB inference servers optimized for foundation 
models or add your own custom inference server

Performance / scalability challenges with training or fine 
tuning

Distributed training support with solutions to initiate 
and manage batch training jobs

Legal / compliance issues with sending your data for 
tuning

On-prem solution for fine tuning foundation models

Talent / expertise requirements Bring, deploy, and tune existing open source 
foundation models from providers such as Hugging Face

Security / jailbreaking, prompt injection, data poisoning, 

backdoors, cyber security (CVE, malware)

IdM, API Mgmt, Service Mesh, MLOps, Security 
Frameworks (i.e. Mitre ATLAS), TrustyAI, …

Challenge Red Hat AI Solution

https://docs.google.com/presentation/d/1zXPsXi9l7kbg5A35I3Rdxg8L7SFxtDAqzvm6s7lb5IE/edit
https://docs.google.com/presentation/d/1zXPsXi9l7kbg5A35I3Rdxg8L7SFxtDAqzvm6s7lb5IE/edit
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Open Hybrid Cloud Platforms

Red Hat Enterprise Linux | Red Hat OpenShift | Red Hat Ansible Platform
Acceleration | Performance | Scale | Automation | Observability | Security | App Connectivity | Secure Supply Chain

Red Hat’s AI portfolio

Partner Ecosystem
Hardware | Accelerators | Delivery

AI enabled portfolio

Lightspeed portfolio
Usability & Adoption | Guidance | 

Virtual Assistant | Code Generation

AI workload support

Optimize AI workloads
Optimization & Acceleration | 

Deployment & Run | Compliance | 
Certification | Built-in security

Trust Choice Consistency

AI Models

Foundation and ML 
models

Open source Granite Family | Bring 
your own model | Partner 

ecosystem models

AI Platforms

RHEL AI + OpenShift AI
Development & Tuning | Serving & 

Monitoring | MLOps |  Resource 
Management



InstructLab
Taxonomy | Alignment tuning | Command-line interface (CLI) | Model training infrastructure 

Pytorch | Runtime libraries | GPU support | vLLM | Deepspeed

Granite family models 

Physical Virtual Private cloud Public cloud Edge

Model Serving Data & model pipelineModel development

• Workbenches
• Distributed workloads 
• Data and model pipelines 
• ISV images |Custom images
• GPU support

• Visual editor
 • Automated data science 
pipeline

• Serving engines: Kserve, 
ModelMesh
• Serving runtimes : Custom, 
vLLM, TGIS, OVMS

• Performance metrics
• Operations metrics
• Quality metrics

Model Monitoring

25

Red Hat AI platforms
Generative AI and MLOps capabilities for building flexible, trusted AI solutions at scale
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OpenShift 
Operators

OpenShift
  GitOps

OpenShift
Pipelines

OpenShift
Serverless

Prometheus

Dashboard Application

Model Development, Training & Tuning

Data Science Projects Admin Features
Object
Storage

Model Serving Model Monitoring

Performance metrics

Operations metrics

Quality metrics

Serving Engines

Serving Runtimes

Kserve

ModelMesh

OVMS

vLLM, Caikit/TGIS 

Custom

Distributed workloads

KubeRay

CodeFlare

Data and model  Pipelines

Workbenches

Custom images

ISV images

- Minimal Python
- PyTorch
- CUDA
- Standard Data Science
- TensorFlow
- VS Code
- RStudio
- TrustyAI

CodeFlare SDK

Operating system

Model Registry

OpenShift
ServiceMesh

Kueue

Models

RHEL AI

Ecosystem models



ai-on-openshift.io
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http://ai-on-openshift.io
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Extend OpenShift AI with watsonx.ai
Innovative toolset studio to train, validate, tune and deploy Gen AI

▸ Reduce model discovery time and risk: Quickly begin 
with confidence using IBM's foundation or curated open-
source models.

▸ Validate tuned models and iterate quickly: Quickly 
identify areas for improvement and iterate quickly to 
achieve better results before going into production.

▸ Improve tuning inputs and results: Prompt Lab provides 
different AI-builders an intuitive experience for building 
effective prompts for use in tuning foundation models.

Accelerate generative AI adoption 
with curated IBM and open source 
foundation models

.ai
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IBM watsonx and Red Hat OpenShift AI
High-performing, cloud-native AI open source stack runs on Red Hat OpenShift AI

Physical Virtual

watsonx.ai

watsonx.data watsonx.governance

Self-managed only

Self-managed only



Gather and prepare data Deploy models in an application Model monitoring
and managementDevelop models
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Detailed look integrating our partner ecosystem

Application platform

Accelerators

Infrastructure

ISV software and 
services

Customer managed applications

3rd party models and 
repositories

Red Hat software and 
cloud services

Red Hat cloud 
platform

NVIDIA NIM

Granite 
models

Physical Virtual Edge



linkedin.com/company/red-hat

youtube.com/user/RedHatVideos

facebook.com/redhatinc

twitter.com/RedHat

Thank you


